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Abstract of the contribution: We present operator scenarios for session continuity and propose a solution
Discussion
Key issue #6 on Session and service continuity considers different levels of session continuity for certain UEs or sessions. By limiting the mobility support for certain UEs or sessions, the operator should benefit in terms of system complexity and costs – otherwise, there would not be any strong motivation for an operator to differentiate the level of session continuity support per UE. However, it is currently not clear in what way will those operator benefits be realized. 

This paper considers a few candidate scenarios with different levels of session continuity support by the operator, and gives an initial analysis of the operator benefits that may be realized. Based on the scenarios, we provide a solution for key issue 6 that covers the highlighted scenarios.
Proposal

It is proposed to include the following solution into 23.799.
--------------------------------FIRST CHANGE---------------------------------------

6.6.X
Solution 6.X: Anchor on demand for operator control over session continuity

This solution applies to key issue 6 on session and service continuity and also addresses aspects of key issue 3 on mobility framework. 
6.6.X.1
Architecture description
The solution applies to a set of scenarios with respect to session continuity under different mobility assumptions. Below we present three different scenarios.
Scenario 1: IMS/VoLTE and local IP offload

In this scenario, the terminal has two IP sessions: one for IMS services such as VoLTE via a central anchor point, and another IP session for internet access which is terminated at a local IP entity for offloading, similarly to the SIPTO concept in EPC. For IMS services, session continuity with a permanent IP address is provided using some form of tunnelling between the anchor point (UP function C) and the terminal’s current location (RAN node). For the second IP session for internet access, session continuity support may be limited: when the UE moves away from a pre-defined service area corresponding to its local IP address, the session will be released, and a new session will be established. Service continuity may be provided by upper protocol layers or the application itself, but for many applications these mechanisms are out of the scope of 3GPP. 
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Figure 6.6.X-1: Scenario 1 - IMS/VoLTE and local IP offload
Potential operator benefits in this scenario resulting from differentiated mobility treatment:

· For IMS traffic, having session continuity support helps lower system complexity. The reason is that a release of  the session at mobility and re-establishing a new session would generate extra session signalling. Besides the session signalling, IMS level mobility handling also generates extra signalling which is more complex.

· Internet traffic can be offloaded earlier from the operator network. 

· Possibility to co-locate CN user plane functions with RAN user plane entity, hence reduce complexity for bulk internet traffic which does not require more complex policy/charging features. 
Scenario 2: Simultaneous MBB and local services with preservation of the local IP point of presence using single terminal IP address

In this scenario, the terminal has IP connectivity through a central anchor point, while it also utilizes a local service that is provided closer to the UE’s current location. The local service can provide e.g., operator services which require low latency. In this scenario, the presence of the local service is not exposed to the terminal: it can communicate with both the local server and other peers via the central anchor using the very same IP address. 
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Figure 6.6.X-2: Scenario 2 – Simultaneous MBB and local services with preservation of the local IP point of presence using single terminal IP address

In this case, the terminal has two IP points of presence with the same IP address. The local server may be part of a local network which is otherwise not connected to the rest of the internet. The operator may use configuration or policies to determine which flows are to be routed to/from the local server. Such configuration or policies may be realized in a user plane entity, using uplink classification based on packet header filtering. For downlink, the operator configures the network routing such that only legitimate traffic from the local server may pass via the local IP point of presence. The operator may use a dedicated IP address range for the set of UEs that need to be reachable locally. The local service network is configured such that this address range can be used for local downlink traffic. 

In the case of mobility, session continuity is provided using some form of tunnelling, both for the central anchor point, and for the local IP point of presence. The local service is provided at the same location irrespective of mobility. The terminal is not affected by mobility, and mobility related network signalling is also kept at a lower level. 

Potential operator benefits in this scenario resulting from differentiated mobility treatment:

· Enables local servers without impacting the terminal 

· Session continuity support allows the consistent and efficient handling of terminals which move without requiring dedicated mechanisms in the upper layers. In many cases, the terminal mobility is rare; hence it can be advantageous not to impact the UE, as long as the delay is sufficiently low for the service. 

Scenario 3: Simultaneous MBB and local services without preservation of the local IP point of presence using single terminal IP address

This scenario is similar to the previous one, with one difference: after mobility, the local service is provided locally at the new location. This is beneficial for reducing the delay for the local services. 
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Figure 6.6.X-3: Scenario 3 – Simultaneous MBB and local services without preservation of the local IP point of presence using single terminal IP address

After mobility, the local IP point of presence at UP function 1 is removed, and a new IP point of presence at UP function 2 is established. The uplink classification at UP function 2 steers local traffic to the new location of the local services. Hence, session continuity is provided both for the central anchor point, and for local traffic. The operator may use a dedicated IP address range for the set of UEs that need to be reachable locally. The local service network is configured such that this address range can be used for local downlink traffic. Upon mobility, the given IP address can be disabled at UP function 1 and enabled at UP function 2. 

Potential operator benefits in this scenario resulting from differentiated mobility treatment:

· Enables local servers without impacting the terminal 

· Session continuity support allows the consistent and efficient handling of terminals which move without requiring dedicated mechanisms in the upper layers. 

· Delay can be kept low even for mobile terminals that move far away. 

Scenario 4: Simultaneous MBB and local services with preservation of the local IP point of presence using multiple terminal IPv6 addresses

In this scenario the terminal has separate IPv6 addresses for the local service and for the default connectivity via the central anchor point. The network also assigns routing rules for the UE together with the IPv6 addresses which define which address to use for a specific flow. In this way, the UE can separate traffic for local services based on the local address range. 

The routing rules can be assigned using RFC 4191on Default Router Preferences and More-Specific Routes. Based on this RFC, routing rules can be communicated to IPv6 hosts with the Router Advertisement messages that are anyway sent. The UE matches the uplink packet’s destination address against the routing rules, also considering preference values, and picks the source address to use accordingly. This gives a tool for operators to control which terminal address is being used for a specific flow. The solution is applicable for IPv6 traffic which is expected to be the main use case in the 5G timeframe. Upon mobility, both the local traffic and the central traffic are anchored at their corresponding IP point of presence.
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Figure 6.6.X-4: Scenario 4 – Simultaneous MBB and local services with preservation of the local IP point of presence using multiple terminal IPv6 addresses

Scenario 5: Simultaneous MBB and local services without preservation of the local IP point of presence using multiple terminal IPv6 addresses

This scenario is similar to scenario 4, with the difference that the network assigns a new IPv6 address to the UE as it moves to a new location, which is anchored at a geographically closer location. When the UE has moved too far away from the anchor point and/or a minimum period of time has passed, the corresponding old address can be released. In this way, a smooth transition can be provided from an old IPv6 address to a new IPv6 address, with a transition period in between where both the old and new addresses are valid. During the process, the operator has control over the address selection in the UE. Note that the operator could take into account subscription information as well as UE preferences for controlling the UE address selection.
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Figure 6.6.X-5: Scenario 5 – Simultaneous MBB and local services without preservation of the local IP point of presence using multiple terminal IPv6 addresses

Similar use cases can be satisfied with the scenarios. It is up to the operator which scenario to apply, depending on the nature of the local service and whether or not multiple IPv6 terminal addresses are applicable. 

6.6.X.2
Function description
This solution consists of the following components, which are also illustrated in the figure below. 
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Figure 6.6.X-4: Functional view of solution: Anchor on demand for operator control over session continuity

· A user plane tunnelling mechanism and associated procedures which can maintain the same anchor with a given IP point of presence upon mobility.

· The possibility of having both a local and a central IP point of presence for a given session using the same IP address, where the local IP point of presence is applicable only for a well-defined set of traffic flows under operator control, while the central IP point of presence is used by default. The operator configures the local networks such that only the well-defined set of traffic flows can access the local IP point of presence. 
· A service area associated with a given anchor point and IP point of presence, defined on a per session basis. The service area may differ for the local and central IP point of presence when both of them are used. When the terminal moves out of the service area for a given anchor point, the anchor point for the given session is disabled. This leads to the deactivation of the session in case the last IP point of presence of the session is disabled. 

· An operator controlled uplink classifier, which determines which uplink flows to direct towards the local IP point of presence when local IP point of presence is applied by the operator. 

· Operator configurable activation of a new session triggered by UE mobility. 

· Operator controlled routing rules in the terminal, sent with IPv6 Router Advertisements, which govern which IPv6 source address to use for a specific flow. 

· The core network control plane is responsible for the setup, configuration and release of the user plane functions mentioned above, based on operator policies, UE preferences and subscription information, on a per session basis. 

6.3.4.3
Solution evaluation

Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
--------------------------------END CHANGE---------------------------------------
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